Measuring building façades with a low-cost close-range photogrammetry system
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A B S T R A C T

The dimensions of façades and window openings are usually determined by direct measurements using tapes and plummets. These direct methods are time consuming and risky for operators, so indirect approaches are needed. In this paper, we analyse a planar-surface measuring system based on close-range photogrammetry to determine its accuracy and precision. This system is composed of a digital camera and a laser distance meter mounted on a support that allows the laser distance meter to be moved independently of the camera. The proposed system can determine the dimensions of objects. Also, this system provides an estimation of the precision of the calculations for the distances between points. By knowing the uncertainty of their measurements, users can accept or reject the measurement depending on the application tolerance.
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1. Introduction

Photogrammetry is the technique of measuring objects from images. One of the features of photogrammetry is that the measurements are usually taken without any contact with the object to be measured. With the increasing quality and decreasing prices of digital photography, low-cost close-range photogrammetry has become more popular, and software applications have been developed that can provide photogrammetry to non-specialised users. Photogrammetric projects based on photographs consist of obtaining a 3D model that makes it possible to make measurements of an object. These 3D models can be composed of different types of objects. The process for obtaining such a 3D model consists of orienting the photographs, referencing points in two or more oriented images and reconstructing the 3D model by math intersection.

It is possible to solve the 3D model from a single-image; the key is that it is necessary to provide additional information such as geometric constraints. In [1], two sets of constraints are described: object constraints and topology constraints; applying more constraints than needed leads to an adjustment process. The object constraints include parallelism, perpendicularity and symmetry. The topology constraints are planar (coplanarity), linear and point constraints. A line constraint is widely used. The same author in [2] described the use of coplanar parallel lines to determine the exterior orientation of an object. The orientation is achieved in two steps using parallelism information in the first step and introducing at least seven object coordinates in order to determine the exterior orientation in the second step. Before this technique was developed, several authors had used line constraints [3]. In [4], a method for 3D reconstruction using collinearity, perpendicularity and parallelism constraints provided by the user is presented. In that work, vanishing points are computed as the intersection of sets of images of parallel 3D line segments. Vanishing points are widely used for camera calibration, as described in [5,6], as well as in single-image 3D reconstruction [7,8]. In [9] some new methods for vanishing point detection are presented. These methods were used in [10] to find a metric reconstruction from single images.

In [10,11], the metric reconstruction of the façades of damaged or destroyed historical buildings using historical single-view photographs is presented. In [12], a camera is used as a plane measuring device, and in [13] the authors describe how to obtain 3D measurements as well as uncertainties from a single perspective view. The authors in [3] propose a method for single-image measurements used for determining the dimensions of flat surfaces such as billboards. Image orientation is achieved through horizontal and vertical lines and the scale of the image is determined from the distance read by a laser distance meter parallel to the optical axis. In [14], the authors proposed an improvement to the method described in [3], permitting relative rotations between the laser distance meter and the digital camera, a technique that was applied to measurements of façade window apertures. The particular orientation is based on the vanishing line of the reference plane of the façade and scaling is achieved with a laser distance meter.

This work is a continuation of [14] where a method for determining the precision of photogrammetry measurements, based on the propagation of uncertainties in the measurement process, is proposed. Also, we introduce some changes on the orientation and scaling procedures and also on the calculation of vanishing points in order to achieve more accurate measurements.
2. Measurement system

The measurement system consists of three elements: a digital camera, a laser distance meter and a specifically designed support for these two devices. A more detailed description of the measurement system can be found in [14]. The support was built out of aluminium, except for rotating wheels that were made of steel. Fig. 1 shows a view of the system. This system makes it possible to set the distance from the optical centre of the digital camera to the object we want to measure based on the triangulation principle. This distance determines the scale of pixel measurements and object-space measurements if the image is properly oriented to the object.

2.1. System calibration

In order to use this system, we must first calibrate it. In [3], this type of system is calibrated and the calibration process establishes the camera parameters and the distance meter eccentricity at the same time. In this work, each component of the system is calibrated independently: the camera, the distance meter and the support. The camera calibration was performed by the well-known software Photomodeler [15]. The calibration procedure consists of taking several camera shots in a calibration grid in different positions and orientations. These photographs are oriented in an adjustment process that is known as an interior orientation of the camera, which is used to determine the camera’s pinhole model parameters. These parameters include the focal length, the principal point position and the lens distortion parameters.

To obtain the relationship between the object and image coordinates, we use the collinearity property

\[
\overrightarrow{X_{LP}} = k \cdot R \cdot \overrightarrow{X_L}
\]

where

- \(X_{LP}\) are the object coordinates of the distance meter laser pointer,
- \(k\) is the scale factor between object and image coordinate spaces,
- \(R\) is the rotation matrix between object and image coordinate systems
- \(X_L\) are the image coordinates of the distance meter laser pointer:

\[
\overrightarrow{X_L} = (x_L - x_0, y_L - y_0, -z_0)^T
\]

Assuming both of the coordinate systems’ centres \(X_0 = x_0 = (0,0,0)^T\) and \(R = I\) the identity matrix, the relationship between the object and image coordinates can be rewritten as:

\[
(X_L, Y_L, Z_L)^T + d \cdot (V_x, V_y, V_z)^T = k(x_P, y_P, -c)^T
\]

where \(d, x_L, x_{LP}\) and \(c\) are known. Using the restriction given by \(\|V\| = 1\), we have a three-equation system with six unknowns, five unknowns in support parameters and the scale factor \(k\), for every image. If we take at least three images, we form an over-determined system that can be solved using the least squares method (LSM). In this way we can obtain the value and the precision of the parameters that model the support. Fig. 3 shows different shots of the calibration process.
2.2. Measurement system method

In order to make measurements in a 3D space from photographs, it is necessary to know the exterior orientation of every image and the scale factor between the oriented image coordinates and object’s real world coordinates. In case of single-image orientation, we need to apply constraints to the image [1–4].

2.2.1. Image orientation

In this work, the image orientation is achieved using the vanishing line of the measurement reference plane. We can obtain the vanishing line of the plane if we know at least two vanishing points on it. In order to get the vanishing points, we need two sets of parallel lines. The lines must be parallel to each other and parallel to the reference plane. The vanishing lines are defined by points that are marked manually. A minimum of three points must be marked on each line. Once the lines have been marked, the vanishing point is calculated manually. A minimum of three points must be marked on each line. Once we have at least two vanishing points we form the vanishing line. When the vanishing line is parallel to the new coordinate system about the new axis marks the horizontal vanishing line. When the vanishing line is parallel to the new x axis, we can undo the effect of tilt rotation with a rotation of the image coordinate system about the new x axis that fits the measurement plane’s vanishing line with the x axis. As a result of this rotation, the image’s new y axis is parallel to the object’s Y axis.

Once we have at least two vanishing points we form the vanishing line of the measurement reference plane. The parametric equation of the vanishing line can be written as:

\[
\begin{align*}
\frac{x}{y} &= \frac{x_a - y_a}{y_b - y_a} + \frac{x_a}{y_a} \\
\end{align*}
\]  

\[ (8) \]

where \(x_a, y_a\) and \(x_b, y_b\) are the coordinates of the vanishing points. Using this vanishing line we can orient the image and make measurements on the reference plane. To orient the image, we must revert the effects of pan and tilt rotation since we are only interested in the distance measurement between points on the object and not its real orientation in the plane. Thus, for the rest of this study, we will assume that the swing rotation is null. Based on the vanishing line equation, the minimum distance from the principal point to vanishing line can be calculated as:

\[
d = \frac{|x_a y_b - x_b y_a|}{\sqrt{(x_b - x_a)^2 + (y_b - y_a)^2}}
\]  

\[ (9) \]

and the coordinates of the vanishing line point at this minimum distance are given by:

\[
\begin{align*}
\frac{x_{min}}{y_{min}} &= \frac{x_a - x_a}{y_b - y_a} + \frac{x_a}{y_a} \\
\end{align*}
\]  

\[ (10) \]

with

\[
\lambda^* = \frac{x_a (x_a - x_b) + y_a (y_a - y_b)}{\sqrt{(x_b - x_a)^2 + (y_b - y_a)^2}}
\]  

\[ (11) \]

The new Y axis is placed perpendicular to the vanishing line by rotating through an angle \(\alpha\) about z axis, where \(\alpha\) is given by:

\[
\alpha = \tan^{-1} \left( \frac{x_{min}}{y_{min}} \right)
\]  

\[ (12) \]

In this way, we undo the camera’s pan rotation and, as a result, we get the image’s new x axis is parallel to the object’s X axis. In the absence of a camera tilt rotation, the x axis marks the horizontal vanishing line. When the vanishing line is parallel to the new x axis, we can undo the effect of tilt rotation with a rotation of the image coordinate system about the new x axis that fits the measurement plane’s vanishing line with the x axis. As a result of this rotation, the image’s new y axis is parallel to the object’s Y axis. The rotation angle is given by:

\[
v = \tan^{-1} \left( \frac{c}{d} \right)
\]  

\[ (13) \]

where \(c\) is the focal length and \(d\) is the distance calculated according to Eq. (9).

2.2.2. Scale factor

With these two rotations we get a new coordinate system for the image with x and y axes parallel to object’s X and Y axes, which makes it possible to make measurements on the reference plane if we have a proper scale factor. We get the proper scale factor of the plane using the information of the laser disto and it is mandatory that the laser pointer hits the measurement plane when the distance is about to be read. In order to get the scale factor, we need the image coordinates given by the distance meter. We can find these coordinates by direct observation of the image or by using a support model. The support model gives us the object coordinates of the distance meter laser pointer:

\[
LP = \begin{pmatrix}
X_{LP} \\
Y_{LP} \\
Z_{LP}
\end{pmatrix} = \begin{pmatrix}
X_l \\
Y_l \\
Z_l
\end{pmatrix} + D \begin{pmatrix}
V_x \\
V_y \\
V_z
\end{pmatrix}
\]  

\[ (14) \]
where \( D \) is the distance given by the distance meter. Using the collinearity condition [17], the image coordinates are:

\[
lp = \begin{pmatrix} x_{lp} \\ y_{lp} \\ z_{lp} \end{pmatrix} = \begin{pmatrix} x_{lp} \\ y_{lp} \\ z_{lp} \end{pmatrix}
\]

and by applying the rotations, we get the laser pointer coordinates in the new coordinate system, which is parallel to the object’s plane system:

\[
\begin{pmatrix} x'_{lp} \\ y'_{lp} \\ z'_{lp} \end{pmatrix} = R, R_a \begin{pmatrix} x_{lp} \\ y_{lp} \\ z_{lp} \end{pmatrix}
\]

where \( R_a \) and \( R \) are the angle rotation matrix about the \( z \) and \( x \) axes, respectively [18]. In [14], a single-point scale factor for a laser pointer is calculated. In order to use the scale factor with every point on the reference plane, we project the rotated point on an image reference plane.

In order to determine the quality of a measurement, we use an estimation of the precision of the coordinates of the points. In this work, we obtain a precision value from the propagation of the uncertainty of every single step in the image orientation and scaling process.

### 2.3. Measurement precision

#### 2.3.1. Vanishing point uncertainty calculation

As we have seen, a vanishing point calculation is based on the resolution of an over-determined system by using the least squares method. The main source of uncertainty in the vanishing point calculation comes from the location of the line points. Assuming that the precision of marking a line point is one pixel \( \sigma^2_0 = 1 \), we obtain the variance in the vanishing point \( A \) as:

\[
\sigma_A^2 = \frac{\sum \epsilon_i^2}{m_A - n_A}
\]

where \( \epsilon_i \) are the residuals of the points in the calculation of point \( A \), \( m_A \) is the number of equations in the system that is solved to achieve the coordinates of the vanishing point \( A \) and \( n_A \) is the number of unknowns in the system. The variance–covariance matrix is:

\[
\Sigma_A = \sigma_A^2 \begin{pmatrix} \sigma_{A_1}^2 & \sigma_{A_1,Y_1} & \sigma_{A_1,Z_1} \\ \sigma_{A_1,Y_1} & \sigma_{Y_1}^2 & \sigma_{Y_1,Z_1} \\ \sigma_{A_1,Z_1} & \sigma_{Y_1,Z_1} & \sigma_{Z_1}^2 \end{pmatrix}
\]

where the values \( \sigma_{A_1}^2 \), \( \sigma_{A_1,Y_1} \) and \( \sigma_{Y_1}^2 \) are obtained from the inverse of the normal matrix of the system. Since the vanishing points \( A \) and \( B \) are independent, the covariance matrix of the vanishing points is given by:

\[
\Sigma_{AB} = \begin{pmatrix} \Sigma_A & 0 \\ 0 & \Sigma_B \end{pmatrix}
\]

#### 2.3.2. Single image orientation uncertainty

The next step in the measurement calculation is the orientation and scaling of the image coordinates, so we can propagate the uncertainty in vanishing point calculation to the image orientation. Assuming that the camera and laser distance meter calibration errors are negligible, the uncertainty in image orientation and scaling mainly comes from the vanishing point location, although the scaling factor for the uncertainty depends on the support calibration as well. The uncertainty in the image’s orientation is:

\[
\Sigma_{OR} = J_{OR} \begin{pmatrix} \Sigma_{lp} & 0 \\ 0 & \Sigma_{cal} \end{pmatrix} J_{OR}^T
\]

where

\[
J_{OR} = \begin{pmatrix} \frac{\partial \alpha}{\partial x_A} & \frac{\partial \alpha}{\partial y_A} & \frac{\partial \alpha}{\partial z_A} & \frac{\partial \alpha}{\partial x_B} & \frac{\partial \alpha}{\partial y_B} & \frac{\partial \alpha}{\partial z_B} & 0 \\ \frac{\partial \nu}{\partial x_A} & \frac{\partial \nu}{\partial y_A} & \frac{\partial \nu}{\partial z_A} & \frac{\partial \nu}{\partial x_B} & \frac{\partial \nu}{\partial y_B} & \frac{\partial \nu}{\partial z_B} & 0 \\ \frac{\partial \kappa}{\partial x_A} & \frac{\partial \kappa}{\partial y_A} & \frac{\partial \kappa}{\partial z_A} & \frac{\partial \kappa}{\partial x_B} & \frac{\partial \kappa}{\partial y_B} & \frac{\partial \kappa}{\partial z_B} & J_{cal} \end{pmatrix}
\]

is the Jacobian of the orientation angles and the scale factor, and

\[
J_{cal} = \begin{pmatrix} \frac{\partial \kappa}{\partial x_L} & \frac{\partial \kappa}{\partial y_L} & \frac{\partial \kappa}{\partial z_L} & \frac{\partial \kappa}{\partial x_Y} & \frac{\partial \kappa}{\partial y_Y} \end{pmatrix}
\]

is the Jacobian of the scale factor dependence of the support calibration and \( \Sigma_{cal} \) is the variance–covariance matrix of the support calibration adjustment.

---

1. We determine vanishing point \( B \) with analogous equations.
2.3.3. Oriented points uncertainty

The next step is calculating the oriented points through rotation angles and a scale factor. Since we are measuring points on a plane, the uncertainty of the X and Y coordinates depends on the orientation and scaling parameters as well as the marking point precision. Assuming that the marking point precision is one pixel, the precision in a single oriented point is:

\[ \Sigma_p = J_p \begin{pmatrix} \Sigma_{qr} & 0 \\ 0 & 1 \end{pmatrix} J_p^T \]  

(27)

where \( J_p \) is the \( 2 \times 2 \) identity matrix and the Jacobian \( J_p \) is:

\[
J_p = \begin{pmatrix}
\frac{\partial X}{\partial x} & \frac{\partial X}{\partial y} & \frac{\partial X}{\partial \nu^1} & \frac{\partial X}{\partial \nu^2} \\
\frac{\partial Y}{\partial x} & \frac{\partial Y}{\partial y} & \frac{\partial Y}{\partial \nu^1} & \frac{\partial Y}{\partial \nu^2}
\end{pmatrix}
\]  

(28)

2.3.4. Distance measurement

The last step is the computation of the distance between the coordinates of the two oriented points. The uncertainty in this step results from the uncertainty in the coordinates of the two points \( \Sigma_{p1} \) and \( \Sigma_{p2} \). Thus, the uncertainty is:

\[ \sigma_d = J_d \begin{pmatrix} \Sigma_{p1} & 0 \\ 0 & \Sigma_{p2} \end{pmatrix} J_d^T \]  

(29)

where the Jacobian \( J_d \) is:

\[
J_d = \begin{pmatrix}
\frac{\partial D}{\partial x^0} & \frac{\partial D}{\partial y^0} & \frac{\partial D}{\partial \nu^0_1} & \frac{\partial D}{\partial \nu^0_2}
\end{pmatrix}
\]  

(30)

The Jacobians are calculated using finite differences. The propagation of uncertainties makes it possible to estimate the measurement system’s precision. This knowledge is important for system users, since knowing measurement precision makes it possible to check whether the measurement is suitable for a user’s application or not.

3. Results

In order to test the system, two digital camera were used: a Canon EOS 10D with a 20 mm focal length lens and a Nikon D200 with a 20 mm lens. The distance meter was a Leica Disto Plus with a 20 mm lens. The distance meter was a Canon EOS10D with a 20 mm focal length lens and a Nikon D200 with a 20 mm lens. The distance meter was a Canon EOS10D with a 20 mm focal length lens and a Nikon D200 with a 20 mm lens. The distance meter was a Canon EOS10D with a 20 mm focal length lens and a Nikon D200 with a 20 mm lens.

3.1. Camera calibration

The camera was calibrated using the photogrammetric software Photomodeler. This process is based on a self-calibrating bundle adjustment. The calibration results and other camera parameters are shown in Table 1.

### Table 1

<table>
<thead>
<tr>
<th>Camera Calibration Parameters for Canon EOS10D and Nikon D200.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
</tr>
<tr>
<td>Focal Length</td>
</tr>
<tr>
<td>Principal Point</td>
</tr>
<tr>
<td>Sensor Format</td>
</tr>
<tr>
<td>Radial Distortion</td>
</tr>
<tr>
<td>Radial Distortion</td>
</tr>
<tr>
<td>CCD Resolution</td>
</tr>
</tbody>
</table>

3.2. Support calibration

When testing a measurement system, some of the most important features are system repeatability and the time required for recalibration. In order to test the system repeatability, two kinds of tests were made. For the first test, the differences in the calibration parameters for different calibration sessions were taken into account. In the second test, we checked the setting and the resetting of two different support positions in the same calibration session. As a result, we found that the calibration parameters were within the 2-sigma confidence interval. Accordingly, it was necessary to make a calibration each time the system is used in order to get fine-tune the system and obtain accurate measurements. The calibration results are given in Table 2. This data shows the calibration parameters for the setting and resetting test with distance meter’s laser beam close to parallel to optical axis.

By calibrating the support, we can establish a relationship between the image coordinates and the distance given by the laser distance meter. This permits us to obtain a scale factor between the object-space reference plane and the image-space reference plane. Calibration the support also makes it possible to obtain the distance meter’s laser pointer coordinates in the object and image spaces, given respectively by Eqs. (14) and (15). Since the relative orientation between the laser disto and digital camera is known by calibration, the coordinates of the laser pointer lie on a straight line that fits the laser beam of the disto and which is independent of the captured scene. This relationship is very important because it can be very hard to visually detect the laser pointer in the image. The visibility of the laser pointer depends not only on the distance of the reference plane but on the lighting conditions and the reflectivity of the reference surface. We can see that the precision of the laser pointer varies with distance. The precision is higher for longer distances because the support calibration only weakly depends on the distance: given that the angular uncertainty of the support calibration is very small, the uncertainty of the laser pointer’s object coordinates, given by Eq. (14), increases slowly with distance; therefore, the uncertainty of laser pointer image coordinates, given by Eq. (15), decreases with distance. This precision marks the operational distances for using the support calibration instead of visual detection to get the laser pointer image coordinates. At closer distances, when the precision is worse, the laser pointer is easier to visually detect in the image. On the contrary, support precision is higher at longer distances when laser pointer is hardly detected.

3.3. Measurement process

In order to test the accuracy of the measurement process, a large number of photographs with different orientations were taken and divided in two groups depending on the distance from the system to the reference plane. We made several measurements with this photographs and compare the results with the validation measurements in order to obtain the measurement errors.

The first group includes short-distance photographs. A set of 60 photographs from 5 different scenes where taken all of them containing enough parallel lines for orientation. An approximate number of 600 measurements were made in this setup. The validation measurements were made with a measurement tape. In this group, the objects to be measured fill the most of the photograph. These photographs can be...
used to measure constructive elements like door and window openings in indoor scenes. In this short-distance photographs, the laser pointer is usually easier to detect in the image and the spatial resolution is high. On the other hand, the indoor lighting conditions can be very challenging for backlit images and it is difficult to have two different sets of parallel lines depending on the photograph.

The second group includes shots at longer distances that make it possible to measure façades. A set of 90 photographs corresponding to 6 different façades were taken, having more than 1100 measurements in this setup. The validation measurements of this group were made with a laser-total station on the façades. Due to the difficulty in making corner measurements with a laser-total station, the validation measurements of the façades were made at points of interest easily distinguishable on the surface of the façade. Each measurement was repeated three times in order to have better precision in the total station measurements. Long-distance photograph characteristics are just the opposite of short-distance: laser detection is difficult, there is a lower spatial resolution and parallel lines of orientation are easier to find, especially for wide angle lenses.

Once we discard the outliers of the measurements, the available number of measurements for the accuracy assessment of the system is more than 1500.

### 3.4. Error results

All of the tests carried out to evaluate the accuracy of our system were performed using a software created using C# and XML. This software allowed us to configure the measurement system by setting the calibration parameters of both the camera and support. The user can introduce several images to the measurement project and the images are processed independently. Then, each image is manually marked for orientation and measurement purposes. To do so, the user has to set the number of parallel lines for the two sets of lines in order to orient the image, where each line is marked by at least three points. After the image is oriented, the software computes the distance and precision between two consecutive measurement points and exports the results to a spreadsheet or a PDF file. In Fig. 4 we can see a snapshot of the developed software lines marked (left) and the vanishing line obtained for image orientation (right). In the first group of tests (short-distance tests), the maximum distance of the shot was 10 m. The mean of the precision calculated according to (29) was 3 mm. The absolute mean error of these tests was 5 mm and about 95% of the absolute error values were lower than 11 mm. The relative mean error was 0.9% and more than 95% of the values were lower than 3%.

For the second group of tests the distance of the shot was between 10 and 40 m. The mean of the precision was 13 mm and the absolute mean error of these tests was 15 mm for the absolute error and 0.5% for the relative error. For the 95% error values, the result was 50 mm for the absolute error values and lower than 1.5% for the relative errors.

The absolute error is lower in short-distance measurements because the spatial resolution of the photograph is higher at short distances and objects’ dimensions are smaller. On the contrary, the relative errors of the short-distance measurements were almost twice the size of the relative errors of the long-distance measurements.

The maximum measurement distance between points was of 2.242 m for the short-distance tests and 16.709 m for the long-distance tests; therefore, higher relative errors were expected for the short-distance tests. In both cases, we removed measurement outliers when calculating the error. Table 3 shows mean and standard deviation values for the absolute and relative errors and the precisions of both test sets. The relative error histogrammes for both tests are shown in Fig. 5.

For the whole of the measured distances, it is satisfied that

$$\frac{E}{\sigma_0} \sim N(\mu, \sigma)$$

where $E$ is the error in the measurement and $\sigma_0$ is the estimation of the uncertainty in the measured distance. The estimated parameters of the normal distribution resulted to be $\bar{x} = 0.04$ and $s = 1.326$ The confidence intervals for mean, when the sample size is large, and standard deviation are given by

$$I_\mu = \left[ \bar{x} - z_{\frac{1}{2}} \frac{s}{\sqrt{n}}, \bar{x} + z_{\frac{1}{2}} \frac{s}{\sqrt{n}} \right]$$

### Table 3

Mean and standard deviation in tests.

<table>
<thead>
<tr>
<th>Set 1: Short distance</th>
<th>Set 2: Long distance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Precision (m)</strong></td>
<td><strong>Abs. error (m)</strong></td>
</tr>
<tr>
<td>Mean</td>
<td>0.003</td>
</tr>
<tr>
<td>Std dev</td>
<td>0.005</td>
</tr>
</tbody>
</table>

For the whole of the measured distances, it is satisfied that

$$\frac{E}{\sigma_0} \sim N(\mu, \sigma)$$

where $E$ is the error in the measurement and $\sigma_0$ is the estimation of the uncertainty in the measured distance. The estimated parameters of the normal distribution resulted to be $\bar{x} = 0.04$ and $s = 1.326$. The confidence intervals for mean, when the sample size is large, and standard deviation are given by

$$I_\mu = \left[ \bar{x} - z_{\frac{1}{2}} \frac{s}{\sqrt{n}}, \bar{x} + z_{\frac{1}{2}} \frac{s}{\sqrt{n}} \right]$$

![Fig. 4. Developed software for façade measurement (left) and computed vanishing line for orientation (right).](image)
and

\[ I_\sigma = \frac{\sqrt{n-1}s^2}{\chi_{\alpha/2}^2} \]

respectively, where \( z_{\alpha/2} \) is the value of a random variable having the standard normal distribution, \( \chi_{\alpha/2}^2 \) is the value of a random variable having a chi-square distribution, \((1 - \alpha)\) is the confidence level and \( n \) is the sample size[19]. For large \( n \), the confidence intervals for mean and standard deviation are respectively

\[ I_\mu = [-0.025; 0.1064] \]
\[ I_\sigma = [1.281; 1.374] \]

Particularizing for our data, the confidence intervals for mean and standard deviation are respectively

\[ I_\mu = [-0.025; 0.1064] \]
\[ I_\sigma = [1.281; 1.374] \]

Fig. 6 shows the fit of the error data to the normal distribution.

Given that the \( \frac{|E|}{\sigma_0} \) quotient above follows a normal distribution, 95% of the values are inside the interval \([-1.96\sigma; 1.96\sigma]\). Using this results, we obtain limits for the quotient \( \frac{|E|}{\sigma_0} \) for a 95% confidence level of 2.60.

**4. Conclusions**

In this work, we analysed the precision and accuracy of a planar-surface measurement system based on close-range photogrammetry. The system was initially used to measure façades, but other applications are possible as well. Several tests were made on building façades and grouped in two test sets depending on the distance to the camera, since it is possible to measure single windows or a whole façade by varying this distance. For large distances, several parallel lines can be used to orient the image, which increases the accuracy of the measurement, but sometimes the object to be measured only fills a small area on the image, which negatively affects the accuracy. For small distances, the opposite is true.

We have seen that the support calibration is stable, but repeatability tests showed that it is necessary to recalibrate the system in order to get accurate measurements. This system allows for different relative positions between the digital camera and the laser distance meter. This is useful for small distances in indoor environment measurements where it can be difficult to locate the distance meter laser pointer on the reference plane; this feature is limited by the repeatability of the support calibration. For large distances (more than 10 m), there is no need to change the relative position of the support since it is possible to place the laser pointer on the reference plane by changing the tripod’s orientation.

Since the real measurements of the objects are unknown, the measurement precision can be calculated via the uncertainties of the vanishing points. The accuracy of single-image measurements with this measuring system is less than 11 mm (for 95% of the values) for the short-distance tests and less than 50 mm (for 95% of the values) for longer distances.
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